
 

1 2 1 The micro canonical ensemble

Take an isolated classical system characterized by

positions momenta 4 9 an.pl pn and a time

independent Hamiltonian It 91 19N Pi Pal

Dynamics Trajectoris gilts pick an solution of

E 9 14 9 14 ftp.Edpilt Pi

H19 1H quiet p it parcel is a constant of motion

Chain rule

EH19Hfull 8ft 84
p
D dqiltxdp.lt dp.lt dqH 0

The dynamics of the system takes place along the energy surface

Microcanonicalhypothesis For a classical complex system the

energy surface is visited uniformly ergodically all

configurations with the same energy are visitedwith equal
probability

Discuts system Consider aclassicalisolatedsystemdescribed by a set

of configurations 93 Then if the system is atenergy E

PE191
E
Hal E 1



where I E is the member of configurationsof energy E
dab is the KRONECKER delta such that dab 1 if a b
Sub o otherwise

Continuous system If 9 is a continuous space Pe 9 is

a probability density and ICE is the area of the energy

surface with energy E See recitations Chapter 3

Comment ICEI is a manualization constant such that

PE 91 1

Microcanonical Entropy The memberofconfigurations

vary with E typically exponentially so that a better

way tomeasure R EI is Boltzmann microcanonical entropy

Sm E hp ladle

where hp 1 380 649 10 5 K
I

Microcanonical temperature The variations of or S

vary with E this is quantified by temperature
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Comment

Q Is Eq 11 simple Yes As simple as it gets

Q Is Eq.in practical No Computing RIEI is often a
combinatorics challenge

Q Is Eq 11 useful Yes No We can engineer isolated

systems ultrahigh vacuum but most systems are
not isolated account for energy fluctuations
exchanges how

1 2 2 The principle of minimal information
Environment let's say that instead of E Eo the

SE environmentimposes
ECG P 9 E Eo

Which 8191 should we pick
JAYNES 1957 the simplest so as not to bias our

information

Minimise information in P 9 Maximize the surprise



Shannon information theory 119481 Take a distributiap

that measures the result of sampling a random variable

M E 1 N

How surprising is thefactof sapling a value m

Surprise function S pm
a S 111 0 if pful 1 no surprise

b S decreases as p u increases

The surpriseof two independentevent shouldaddup
S plmsmall S peril d p mil

Δ peril p nil
at bts S plan oh lulp with h o Shannon

Shannon entropy The
average surprise is called Shannon

entropy
S p a lup 9

Gibbs entropy 119061 Gibbs proposed that the thermodynamic

entropy be givenby So hp p a b 19



For the microcanonical usable

So E hp Ige SEcq.edu efEl9l.E

he the real oh hole

SECH SPIEL

Boltzmann Gibbs Sharma coincide in the micro canonical

ensemble

1 2 3 The canonical ensemble

Constraints p 91 1 E 9 1 91 Eo

Minimize the infarction in P Maximize the surprise

under these constraints

P plallup a β Eo Ip 9 Eca 1 PUT

Extremize with respect to p 9 and use the Lagrange

multiplyers to enforce the constraints

9,1
0 hip Yi 1 βEC9 α pig e

α β Eai



Namalization fixes α I e and

P 9 I e
βEC9 n

when 2 I e β is called the partition function

This is the celebrated canonical Distribution Fromthis derivation

we see that it is the least biased distribution cons

trained to E Eo Also known as BOLTZMANN WEIGHT

How is β fixed
E Eo Eo ECE e β 9

Idp e PEC

Eo dpluz
Comments this can be generalized to other constraints Isee
Pset1
this is nice but an ignorance does not determine the laws

ofnature need more reasons

Sam Edwards generalized this to granular media
Ohbut not perfect

If applied to active matter terribly wrong predictions

Need better control next chapter


